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 As artificial intelligence becomes more and more prevalent, machine learning 

algorithms are being used in a wider range of domains. Big data and 

processing power, which are typically gathered via crowdsourcing and 

acquired online, are essential for the effectiveness of machine learning. 

Sensitive and private data, such as ID numbers, personal mobile phone 

numbers, and medical records, are frequently included in the data acquired for 

machine learning training. A significant issue is how to effectively and 

cheaply protect sensitive private data. With this type of issue in mind, this 

article first discusses the privacy dilemma in machine learning and how it 

might be exploited before summarizing the features and techniques for 

protecting privacy in machine learning algorithms. Next, the combination of a 

network of convolutional neural networks and a different secure privacy 

approach is suggested to improve the accuracy of classification of the various 

algorithms that employ noise to safeguard privacy. This approach can acquire 

each layer's privacy budget of a neural network and completely incorporates 

the properties of Gaussian distribution and difference. Lastly, the Gaussian 

noise scale is set, and the sensitive information in the data is preserved by 

using the gradient value of a stochastic gradient descent technique. The 

experimental results showed that a balance of better accuracy of 99.05% 

between the accessibility and privacy protection of the training data set could 

be achieved by modifying the depth differential privacy model's parameters 

depending on variations in private information in the data. 
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1. INTRODUCTION 

Currently, the primary focus of artificial intelligence is data, and both domestically and 

internationally, there is a growing interest in protecting personal data. Unauthorized use of private, sensitive 

information, whether on the internet or offline, is punishable by law. In 2018, the European Union put forth 

explicit guidelines regarding the management of personal data that businesses gather. Companies are no 

longer allowed to gather, distribute, or analyze user data without consent. The implementation of protecting 

privacy in machine learning requires taking into account the peculiarities of machine learning in addition to 

employing regulations to restrict information leakage [1]. The primary assumption is to guarantee that private 

and sensitive data won't be either provided or received by unauthorized individuals throughout the training 

process. 

https://ijdiic.com/
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Figure 1. A computer vision model is used by an automotive system to recognize network intrusion 

detection systems [2]. 

 

Traditional neural network training involves data collectors gathering all parties' data, which is 

subsequently taught by centralized learning, as Figure 1 illustrates. As in the case of mobile application 

developers, the information collector and the data analyst might work together [2]. Additionally, it might be 

multiparty, for example, when developers exchange data with different data analytics firms. It is evident that 

in the centralized learning mode, users find it challenging to maintain possession of the data once it has been 

gathered, and they are also unsure of where and how best to use the data. Currently, some researchers are 

attempting to develop a global model using only local data. Google's 2017 proposal for federated learning 

serves as a typical example of this approach [3]. Federated learning provides users with ownership over their 

personal information, but it is not impenetrable protection against privacy threats. 

Currently, different privacy algorithms and their many refinement strategies are the major means by 

which machine learning privacy protection is achieved. Researchers primarily focus on three components of 

differential privacy improvement: gradients, operation, and label, correspondingly [4]. The fundamental idea 

behind all differential privacy algorithms is to introduce noise into machine learning processes in a variety of 

ways and tactics to disrupt the neural network's ability to recall actual training data. A DP-SGD technique 

was proposed for this type of method, which does not support the convergence of complicated models [5]. 

The developed DP-GAN approach calculates the gradient from the Wasserstein once distance by using 

private information in noise protection data. This method works poorly in complicated datasets because it 

depends on generators to produce excellent training points [6]. In order to offer the best perturbation 

parameters, they integrated a deep encoder with multiple privacy approaches and then used a back-

propagation algorithm to fine-tune the model parameters [7]. The global hypersensitivity computing layer 

was added to the encoder. Without fitting training data, this technique adds an extra network layer and the 

detrimental impact is especially pronounced in complicated datasets. They suggested a novel differential 

privacy protection method, called ADLM, as an enhanced technique. The predictive ability of the model is 

increased to 84.8% when the technique is adapted to the CIFAR-10 dataset, which is 14 percent greater than 

that of the DP-SGD approach, although it is still not optimal [8]. They developed a semi-supervised train of 

numerous teacher models using disjoint datasets and then aggregated the predictions [9]. This training 

approach has good security for privacy capabilities and can yield a reasonably high model accuracy. 

However, since the accuracy of the teacher model's prediction parameters determines how well the student 

model is trained, making multiple teacher models exceptionally accurate necessitates substantial input 

training, which is obviously devastating. Creating noise in the aggregation process for various datasets is 

likewise a challenging undertaking. 

Large data sets can be automatically analyzed using machine learning, which generates models or 

decision-making processes that represent common patterns in the data [5]. Three groups of machine learning 

approaches are typically recognized based on the type of data that can be analyzed. Supervised learning: 

Supervised learning techniques are methods that are provided with examples of instruction in a format of 

inputs labeled with associated outputs [6][7] and machine translation [8]. The method's task is unsupervised 

when it receives unlabeled inputs. This covers issues like decreasing the dimensionality [9], model pre-
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training, and clustering [10] points based on a similarity metric [11]. Clustering can be used, for example, in 

anomaly detection [12]. Reinforcement learning: Sequences of measures, observations, and incentives (such 

as video game runs) are examples of data that can be used in reinforcement learning (RL) [13], [14]. Planning 

and control are the focus of the ML area of RL, which aims to create a policy for behavior in the 

environment. RL agents discover things about their surroundings via experimentation. Recently, a machine 

beat a human expert in the game of Go thanks to reinforcement learning combined with supervised and 

unsupervised techniques [15]. 

This research focuses on the objectives of adversaries and potential protection and attack capabilities 

specific to machine learning-based systems [16]. The latter type of attack may affect the data source's 

privacy, particularly if model operators are not trusted. This is especially true when training medical 

diagnostic models with extremely sensitive patient clinical data. They are frequently carried out by altering 

the data that the machine learning system learns from or makes predictions from. These attacks come into the 

availability category when those adversarial behaviors try to deny authorized users access to the system's 

features or significant model results. Examining security and privacy from the standpoint of machine learning 

pipeline attacks and responses is the second viewpoint. Here, we examine the entire lifetime of a machine 

learning system, from training to speculation, and pinpoint the objectives and strategies of the adversaries at 

every stage [17]. 

While adding noise advances in speech recognition, natural language processing, target 

identification, and other fields, intelligent data recognition machinery is today more sophisticated than it has 

ever been. A rising number of academics are interested in deep learning because it is the most developed 

technique for intelligent data recognition [18]. The key characteristic of deep learning is its ability to use 

neural networks to combine low-level information into higher-level, more abstract features. This allows for 

the discovery of dispersed feature representations in data, which significantly improves the differential 

privacy model's prediction accuracy. The features of Gaussian distribution and differential privacy can be 

effectively combined using this approach. It can better safeguard confidential details in the data collection 

and offers greater data availability in combination with privacy protection. Reconstructing training from 

small sample training is possible, and the attack impact is much reduced with larger sample sizes. Equation 

solving is the main technique used in the initial model theft attempt, and it is only suitable for basic linear 

binary models [19]. 

The research findings are summarized as follows: The backdrop is covered in Section 2, while the 

method is covered in detail in Section 3. Results and discussion in Section 4. The article is finally concluded 

in Section 5. 

 

2. LITERATURE REVIEW 

This section delves further into the privacy concerns surrounding machine learning and its 

application to privacy protection. Sensitive information is an issue that arises as gathering and analyzing data 

advances. There are two primary ways that machine learning privacy leaks: (1) Mass data collecting is the 

cause of direct privacy violations. Unreliable data collectors unlawfully exchange, transfer, and gather 

personal data without the consent of the subjects. (2) Inadequate model generalization capacity leading to 

indirect privacy disclosure. It mostly shows up as the ability of an untrustworthy data analyst to interact with 

the model and chat about specific sensitive qualities in training data that are unknown [20]. The fundamental 

source of this issue is that data has a stronger "memory" capacity when a model is trained with increased 

complexity; hence, models operate differently and are extremely sensitive to variations in the data. 

The main objective is referred to as indirect privacy disclosure. Attacks on privacy primarily happen 

during the model application stage. Attackers can only deduce pertinent information because they are unable 

to obtain training data directly. An attacker can be completely unaware of the algorithm and data, or they 

might be somewhat aware of it thanks to things like known types of models or data features. Refactoring and 

member-based reasoning are the two primary methods of privacy assault, depending on the attacker's 

objective [21]. 

The term "reconstruction attack" describes an attacker's effort to piece together private data or the 

target model of a particular person using training data. The term "model stealing attack" refers to the latter, 

whereas "model inversion attack" refers to the former. For models of machine learning with basic structures, 

dynamic analysis or estimating similarity between records can be used to forecast personalized medicine 

linear prediction models, provided that the patient's fundamental data and prediction outcomes are available. 

Additional information, such as sample labels, is used for sophisticated deep-learning models. The 

confidence process is employed to discern artificially generated virtual portraits, thereby reinstating the 

authenticity of tiny training samples, and the effect of attacks will be significantly reduced with high sample 

sizes. In terms of model theft attacks, only basic linear binary models can benefit from the equation-solving 

method used in the initial model theft assault [22]. Predictive confidence allows for a large improvement in 

the attack effect and allows the strategy for a decision tree model to be proposed by certain academics. An 
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inversion attack intended to obtain an alternative model can greatly increase, even though an attack aiming at 

stealing an algorithm has little or no interest in data. Machine learning algorithms are crucial property rights 

for businesses in real-world application settings. Businesses will suffer significant damages if they are stolen 

[23]. 

An attack known as a "member inference attack" involves will be utilized in the development of the 

model. When a diagnostic model is developed using AIDS patient data, for example, inferential attacks may 

have dangerous repercussions. The mode uses simulated data to create the shadow model, which is an 

alternative description in "black box" mode. Concurrently, the model for the attack was programmed to 

assess the target model's learning impact based on the variation in the output. The foregoing restrictions are 

loosened in the ensuing research, and a more comprehensive attack model is suggested—an attack in the 

person who attacked can determine the target model's average loss and determine whether the information 

being attacked constitutes training data by calculating the model's data loss [24]. 

As a result, current machine learning privacy attacks are very limited, and they are only effective in 

specific situations [25]. Given that these attacks frequently result in the death of sophisticated models, it is 

imperative that we investigate these matters. However, researchers should take into account privacy issues; 

machine learning is subject to a variety of security risks. The primary distinction between a security issue and 

a privacy issue is that while the former results in the direct or indirect disclosure of training information, the 

model remains unaffected; on the other hand, the latter will lead to the malicious induction or destruction of 

the model's internal logic, preventing the model from performing as intended. Both the model training and 

the model application phases are susceptible to malicious attacks against machine learning, the most common 

of which are antisample and poisoning attacks. These days, machine learning also faces security challenges 

[26]. 

A machine learning scenario that raises the possibility of privacy disclosure and calls for privacy 

protection steps is known as a privacy protection scenario. Different privacy settings call for different privacy 

protection systems. The foundation of creating privacy protection schemes is an understanding of privacy 

protection scenarios [27].  

Prediction comes after machine learning, and training comes before it. Different privacy issues arise 

at different phases of machine learning, and because machine learning is a technology, the protection 

strategies used also vary. Nowadays, deep neural networks almost always use homomorphic encryption 

during the prediction phase and very never computationally expensive technology that requires a lot of 

computing power and network infrastructure [28]. Its communication and computing requirements are 

significant, and it still requires high throughput hardware support in the absence of encryption. Thus, deep 

neural system prediction typically uses homomorphic encryption. Nonetheless, the effective machine learning 

privacy protection technique based on technology for encryption in training for research is still. Model 

training techniques based on machine learning are joint, distributed, and centralized. The concentrated model 

of learning does not necessarily centralize each participant's training data to a single server when using 

dispersed learning. Each participant may receive training data in a horizontal, vertical, or random fashion 

[29]. Joint learning can keep the instructional data dispersed by first creating a collective model and then 

training concurrently using data from several users. Though federated learning faces a more difficult learning 

environment, it has garnered interest from academic and industry circles because it places a higher value on 

the security of user data privacy. 

Three strategies are frequently employed to safeguard private information related to machine 

learning: secure multiparty systems computing for privacy protection. Differential encryption technology is 

one of them. It is a data distortion technique that uses manual intervention or noise addition to guarantee 

secrecy and encryption that is homomorphic. Techniques for multiparty computing are within the category of 

cryptography, which uses security standards to safeguard data privacy while it is being used. The 

aforementioned techniques are frequently combined, such as when homomorphic encryption is used in 

conjunction with secure multiparty computing or when many privacy-secure multiparty computing 

techniques are applied simultaneously. 

 

3. METHOD 

This section describes how the IoT architecture has improved communication security. SDN 

establishes a safe channel of communication between network objects in CNN. In this instance, there are 

several subnets within the network topology. Because each subnet's members will have very comparable 

positions and patterns of movement, network topology communication will always be stable. Additionally, a 

controller node is tasked with overseeing and verifying the communication between each subnet's participants 

in this topology. Network traffic is also monitored by a learning model in this manner to recognize security 

threats and assaults within its subnet.  

Network nodes have heterogeneous communication characteristics because wireless networks use 

radio equipment made of diverse technologies. The presumed network is, hence, non-homogeneous. Since 
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the anticipated network structure is built by measuring the intensity of a radio signal that each node receives, 

the distance that exists between two nodes may be determined. Therefore, by determining the signal strength 

that was received from the nearby nodes, network equipment without GPS or a global positioning system can 

determine their distance from one another. A learning model with the ability to gather and analyze data traffic 

is installed on every control node in the SDN [30]. 

 

 
Figure 2. Proposed Block diagram of this work 

 

Figure 2 depicts the specifics of the CNN steps as a diagram. This picture illustrates how CNN is 

repeated at predetermined intervals of time. Each controller in CNN will give the other controllers access to a 

list of verified users associated with its subdomain. In this manner, messages are exchanged between the 

controllers to establish user credit in the event that contact between two users is required. Data routing will be 

completed if at least one controller has authenticated each of both sides of the communication. The Prim 

algorithm and the minimal spanning tree are used to regulate the network topology. In this step, minimum-

spanning trees are built by each node, forming the local topology of the network. Then, a structure with levels 

is created for data routing by leveling nodes of the network and weighing network connections. Ultimately, 

the orderly tree structure is used to route the data to its destination. The controlling node of a subnet serves as 

the intermediary for all node traffic linked to that subnet, according to the topology suggested by this 

research. As a result, every controller node continuously analyzes network traffic data to spot assaults using 

an EL learning model. This model, which consists of three learning models, determines whether assaults 

might be present in a given traffic flow by analyzing statistical data that is taken from each one. 

 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2
𝑒
𝑥2+𝑦2

2𝜋2                                                             (1) 

 

The secure communication architecture between network objects will be determined by creating a 

topology structure in the first stage of CNN. In order to accomplish this, it is first required to determine each 

active node's neighbor list within the network. This is accomplished by trading Hello control messages. 

Through the broadcasting of this message, each node in the process notifies the other nodes of its presence. It 

does this by storing its distinctive identification number in the material of the control packet. The node 

measures and logs the signal intensity it receives from every neighboring node during these exchanges. To 

find and eliminate the poor network connections, the network components exchange neighbor lists in the 

following stage. Each operating node will communicate in order to accomplish this.  

 

𝑥𝑗 =
1

1+𝑒
𝑛𝑒𝑡𝑗

                                                                       (2) 

 

𝐸 =
1

2
∑ (𝑥𝑗 − 𝑡𝑗)

2
𝑗                                                                  (3) 

 

Active node A determines the average signal strength on each end of the connection using the 

formula RAVG = RSSIAB + RSSSIBA 2, taking into account the intensity of the signal it received over the 

relationship between A and B. This technique can somewhat lessen the detrimental impact of noise on signal 

evaluation. When the threshold, P, is exceeded by the average level of signal strength, RAVG, the link 

between nodes A and B is deemed active since it has adequate quality. In the absence of it, active sites A and 

B delete one another from the list of nearby ones if their connection lacks the necessary quality. 
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Each network node that implements this method creates a set of suitable-quality communication 

links amongst data that is delivered to the neighbors with the highest quality of neighborliness upon 

transmission of the topology development control signal by each nearby node. The node in a network with 

the highest grade of neighborhood receives the topology development control packets if that procedure is 

repeated. The central node, or Ct, is this node. Consequently, choosing a node to serve as the network 

architecture's central node is the initial stage in creating a hierarchical tree topology. To identify the topology 

center, the neighborhood degree feature may be a useful characteristic. By broadcasting all of the control 

packets, the controller nodes identified in the prior phase in CNN first identify their neighbors. When the 

structure construction packet is distributed and identified, it will be designated as the topologies center. Each 

responding node records the congestion, vitality, and estimated distance of the control message during this 

process, saves it in a response packet, and then transmits it to the sender node. 

Secure data routing will be implemented using this structure following the construction of the 

hierarchical tree topology. It is evident from the tree topology that it has only a single path connecting the 

two subdomains. However, the domain controllers of each subdomain must exchange member data in order 

to ensure private information routing between nodes that travel in the network. In this manner, before a node 

transfers, it notifies the controllers regarding additional subdomains by packets, including the destination 

node's ID. Via the central node Ct, the controller with the destination node within its subdomain transmits the 

message of confirmation to the source node. The connection between the two nodes will be created in this 

manner. 

.  While node B is normal, node A transmits malicious messages. All of these nodes are presumed to 

be communicating with one another. As previously indicated, every network node exchanges data via its 

subnet controller, which uses a model of a neural network to verify every message delivered by a subnet 

member. The message will be banned and erased if the computerized neural network classifies the incoming 

message as an attack. In the hypothetical case of node A transmitting a message to node B, this condition was 

met. Conversely, the message from node B reaches the receiver node A because the neural network in the 

controller recognizes it as normal. The procedure for identifying assaults using an artificial neural network is 

described below. Standardizing packet traffic data is the initial stage in the technique of identifying assaults. 

The following procedures are followed in order to standardize the data: The flow of traffic being processed 

has nominal properties that are assigned numerical values. For instance, the values one through three can be 

substituted for the ICMP, UDP, and TCP states that might be assigned to the "connection type" attribute.  

The amalgamation of "artificial neural network," "K nearest neighbor," and then "support vector 

machine" has been utilized to perceive assaults using the generated structures after standardizing the traffic 

flow data. Training samples are used to train each of the learning models that have been discussed separately. 

Each of those learning models processes the test samples, which are network traffic features, and each 

model's output is defined as a logical variable. In this instance, each learning model's True output indicates 

the presence of an outcome subsequent to the result of the three models of learning being determined. In this 

instance, every test sample will be a member of the group of outputs whose label receives the most votes 

from the learning models. Put differently, if at least two of the system's learning models identify a certain 

traffic flow’s characteristic as an incursion, the suggested aggregate system will identify that movement of 

traffic as an attack. 

 

4. RESULTS AND DISCUSSION 

The results of applying neural networks to encrypted statistics are shown in this section. For 

implementation, we used HELib [31]. All calculations were performed on a virtual computer running Ubuntu 

14.04, a Core i5 processor, and 8GB of RAM. Initially, we use encrypted data to train the models, and we 

track how long the training process takes. Next, we categorize encrypted instances using the trained model, 

and we track both the model's running time and accuracy. In three datasets, Fundoscopy, Chest X-ray, and 

Dermoscopy, diagnosis results can be arbitrarily manipulated by adversarial attacks. It presents the mean 

execution duration over several algorithm iterations, with a standard variation of less than 3.0% across the 

board. During computations, we should also take into account the increasing noise in the ciphertexts. 

Bootstrapping is one method of handling the noise, but it requires a lot of processing. We employ a different 

strategy to deal with this issue: the client receives the ciphertext from the server, decrypts or re-encrypts it, 

and the value of L determines how many operations on the ciphertext are permitted. Higher values of L need 

fewer communications between the client and the server than smaller ones, which necessitate more 

communications. 
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Table 1. Comparison of different Hidden Layers with Network creations and Backpropagation [32].  

 

Hidden Layer (s) Network Creation (s) Backpropagations (s) 

1 41.32 108.82 

2 55.96 120.25 

3 95.21 288.87 

4 118.21 382.71 

5 124.62 406.63 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Comparison of different Hidden Layers with Network creations. 

 

The comparison of network creations using different Hidden layers is shown in Table 1 and Figure 3 

above. Due to its high network creation in these hidden layers, the suggested algorithm is quite important. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Comparison of different Hidden Layers and Backpropagation. 
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Table 2.   Comparison of different Hidden Layers with Feedforwards and Interactions, Nosie reductions [33]. 

Hidden Layer (s) Feedforward (s) Interactions Noise Reduction (s) 

1 59.80 77 149.03 

2 202.12 192 312.27 

3 412.85 452 682.82 

4 548.42 600 912.07 

5 582.13 640 969.58 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Comparison of different Hidden Layers with Feedforwards. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Comparison of different Hidden Layers and Interactions. 
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Figure 7. Comparison of different Hidden Layers with Nosie reductions. 

 

The comparison of Feedforward, Interaction, and Noise reduction using different Hidden layers has 

been shown in Table 2 and Figures 5, 6, & 7 above. Due to its high Feedforward, Interaction, and Noise 

reduction in these hidden layers, the suggested algorithm is quite important. 

 

Table 3. Comparison of different Hidden Layers with Noise reductions and total time [34].  

Hidden Layer (s) Interaction Noise Reduction (s) Total Running Time (s) 

1 76 139.02 117.06 

2 193 212.17 297.28 

3 451 582.72 708.84 

4 599 812.06 1045.4 

5 639 869.47 1011.60 

 

 

 
Figure 8. Comparison of different Hidden Layers with total time 

 

The comparison of total running time using different Hidden layers is shown in Table 3 and Figure 8 

above. Due to its fast-running time in these hidden layers, the suggested proposed algorithm is quite 

important. 
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Table 4. Comparison of different Data sizes with Epoch, Accuracy, and Attack success rate [35].  

Data Size Epoch Accuracy Attack success rate 

10000 20 88.46 (%) 10.76 (%) 

20000 20 91.42 11.26 

30000 20 92.81 11.43 

10000 35 93.54 12.05 

20000 35 94.06 10.83 

30000 35 95.77 11.82 

10000 60 96.45 12.18 

20000 60 97.11 13.63 

30000 60 99.05 12.72 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Comparison of different Data sizes with Epoch, Model Accuracy, and Attack success rate. 

 

The comparison of Epoch, Model Accuracy, and Attack success rate using different Data sizes is 

shown in Table 4 and Figure 9 above. Due to its high Model Accuracy in these data sizes, the suggested 

proposed algorithm is quite important. 

 

Table 5. Comparison results for Different Datasets with different existing algorithms and proposed 

algorithms' Accuracy with FPR 

Datasets CNN [33] ANN [34] SVM [35] PSO [36] Proposed 

Gaussian-

based Neural 

Network 
Accuracy FPR Accuracy FPR Accuracy FPR Accuracy FPR Accuracy FPR 

Fundoscopy, 

and 

0.75 0.896 0.81 0.874 0.84 0.921 0.87 0.916 0.89 0.884 

Chest X-

Ray 

0.78 0.878 0.83 0.874 0.91 0.959 0.92 0.973 0.94 0.935 

Dermoscopy 0.82 0.953 0.86 0.941 0.87 0.956 0.92 0.984 0.96 0.980 

 

The different datasets comparison for the various algorithms, including CNN, ANN, SVM, PSO, 

and the proposed Gaussian-based Neural Network, is shown in Table 5 above. Due to the rapid runtime in 

these algorithms, the suggested Gaussian-based Neural Network algorithm is vital. 
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Table 6. Comparison results for Different Datasets with Accuracy, FPR, and TPR 

Data Size Accuracy(%) FPR(%) TPR(%) 

10000 88.46  81.27  85.76  

20000 91.42 89.30 90.14 

30000 92.81 90.19 91.52 

10000 93.54 91.25 92.21 

20000 94.06 92.89 93.34 

30000 95.77 93.51 94.46 

10000 96.45 94.68 95.51 

20000 97.11 94.89 96.12 

30000 99.05 95.47 98.19 

 

The comparison of different datasets for the various metrics, including accuracy, FPR, and TPR, is 

shown in Table 6 above. Due to its rapid runtime in these metrics, the suggested is vital for its performance. 

Neural networks have a one-time, highly computational training step. The two primary methods of training 

are back-propagation and feed-forward. The network performs feed-forward and then back-propagation 

operations on encrypted instances in order of arrival. After processing each instance, the network generates a 

model. 

Using encrypted data, we use neural networks with varying numbers of layers that are hidden (1, 2, 

3, 4, and 5). It implements neural networks in HELib. Along with training the neural network using various 

batch sizes (282, 576, 1420, 3668, and 6144), it also computes the observed running time increases by 30 

times when the batch size is increased. Empirical findings demonstrate that when continuous learning is 

applied, training over encrypted data is effective, and network performance is tolerable. For instance, with an 

entire batch of 576 with two hidden layers, we are able to achieve a training pace of 0.68 seconds per 

instance. For the neural network model with two hidden layers, the training rate drops to 0.10 seconds per 

instance when the batch size is increased to 6144. It's important to note that while bigger batch sizes speed up 

training, they also make the network bigger. As a result, we must balance memory usage with execution time, 

and we should select the appropriate batch size depending on the size within the dataset. 

 

5. CONCLUSION 

It is impossible to separate large-scale data training from machine learning performance 

improvement. It facilitates our daily lives but also increases the likelihood that private information that is 

sensitive will be revealed. Machine learning privacy is protected by the differential privacy algorithm. 

Accumulation noise to machine learning that enhances its privacy protection capability is a straightforward 

way to reduce the model's classification accuracy. In order to address this issue, the article suggests a way of 

protecting sensitive information that combines deep learning with differential privacy. This approach 

achieves the goal of deeply protecting users' sensitive data in training datasets. The technique incorporates 

the concept of differential privacy and also adds noise data while optimizing the network model's parameters. 

Experimental results demonstrate that privacy modeling settings can be optimized to balance training data 

sets' privacy protection and availability by examining the differences between attack results and original data. 

Although there is a guarantee of categorization accuracy, there may be minimal information leakage. 
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