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 The propagation of immoral content on social media poses substantial worries 

to online societal well-being and communication standards. While beneficial, 

traditional machine learning (ML) methods fall short of capturing the difficulty 

of textual and sequential data. This work reports this gap by suggesting a deep 

learning-based technique for detecting immoral posts on social media. The 

proposed model presents a fine-tuned Bidirectional Encoder representation 

from Transformers (BERT) with word embedding methods. Word2Vec and 

Global Vectors for Word Representation (GloVe) are employed to improve the 

identification of immoral posts on social media platforms to advance detection 

accuracy and strength. The incentive behind this study stems from the 

increasing demand for more sophisticated methods to struggle with damaging 

content. The proposed model is considered to capture the complicated patterns 

and semantic nuances in immoral posts by decreasing the dependence on 

manual feature engineering. The model is trained and assessed using 

benchmark datasets containing SARC and HatEval, which deliver a detailed 

set of labelled user-generated posts. The proposed model shows the best 

performance compared to traditional ML approaches. The fine-tuned Bert-

based Word2Vec embeddings achieved a precision of 95.68%, recall of 96.85 

%, and F1 scores of 96.26% on the SARC dataset. Fine-tuned Bert-based 

GloVe on the HatEval dataset achieved superior precision of 96.65, recall of 

97.75, and F1-score of 97.20. The proposed results highlight the potential of 

the deep learning (DL) approach and fine-tuned BERT models, considerably 

refining the detection of unethical content on social networks.  

Keywords: 

Immoral Post  

Social Media 

Deep Learning 

Bert model 

Word Embeddings 

 

 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: Bibi Saqia (e-mail: saqiaktk@ustb.edu.pk ) 

 

1. INTRODUCTION  

               Social media has become an essential element of modern life, facilitating platforms for messages, 

views, and data sharing [1]. Social networks such as Facebook, Twitter, and Instagram permit people to 

communicate on a global scale. While these platforms offer different welfare, they also offer increases to 

different challenges, mainly the spreading of immoral, dangerous, and misleading content [2]. Immoral posts 

on social networks containing hate speech, offensive language, misinformation, and insulting remarks hurt 

society [3]. This risky digital environment is a warning to public safety, mental health, and societal norms[4]. 

Identifying and eliminating unethical content on social media is a serious matter of maintaining moral standards 

and developing a positive online atmosphere [5]. 

Despite the necessity for consistent systems to identify immoral content, current approaches to content 

moderation often rely on traditional ML techniques [6]. Whereas operational, these methods face considerable 

limitations when employed to the complex and variety of content. Traditional approaches such as Naive Bayes,  

Decision Trees and Support Vector Machines (SVMs) [7] are utilized in offensive language detection. These 

studies work on the nuances of natural language in social media content, which usually include slang, informal 

language, ambiguity, and sarcasm. These techniques are inadequate in their capability to process the sequential 

and contextual nature of textual data in large-scale, dynamic social networks [8]. 

https://ijdiic.com/
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A huge amount of user-generated content has been made as a consequence of social media's volatility 

[9]. Thousands of comments are made on social networks each second, making it nearly hard for human 

moderators to manually sort and evaluate content for moral crimes. Automated schemes have become vital to 

control the scale and variety of online remarks [10]. The consistency and accuracy of these schemes are 

essential, particularly in differentiating between unethical content and genuine dialogue. There is an increasing 

demand for further progressive models capable of appreciating and processing linguistics in a method that 

imitates its inherent complication. Earlier studies have endeavoured to address these matters using the 

application of traditional ML methods. These methods concentrate on binary classification works such as 

sentiment analysis, text classification, spam identification, and toxic remarks [11]. Though it’s efficient in 

skilful atmospheres, these methods usually lack the ability to capture the depth of sense essential to correctly 

perceive immoral content. Some studies using the Term Frequency-Inverse Document Frequency (TF-IDF) 

[12] and the Bag of Words (BoW) model [13] provide good results in text classification but suffer from the 

incapability to capture the semantic meaning of words. These approaches decrease text to insufficient 

mathematical representations without seeing proper sequential and contextual dependencies between terms or 

words. Consequently, traditional ML models often yield high false positives or negatives, specifically in control 

cases relating to implicit hate speech and sarcasm, whereas context performs an important role. 

The quantity of social networks has brought forth unparalleled occasions to share views, concepts, 

and information [14]. But, it has also generated a new avenue for immoral attitudes, such as offensive language, 

hate speech, cyberbullying, misinformation, and the spread of activism. In reaction, academic and industrial 

societies have discovered different approaches to automatically identify and moderate the damage produced by 

such content. The development of these techniques, from traditional ML to advanced DL methods, shows 

important progressions in both the accuracy and complexity of immoral post-identification [15]. However, this 

study is inspired by the latent DL to fill the gap left by traditional ML approaches. BiLSTM networks are 

employed to identify the challenges of immoral content identification on social media. BiLSTM networks are 

a category of Recurrent Neural Networks (RNN) that perform best in processing sequential data by finding 

long-term associations between words and sentences [16]. Contrasting traditional techniques that process data 

in a unidirectional way, BiLSTM reflects both the past (previous words) and the upcoming (next words) in its 

evaluation, making it compatible with complex textual data where context is mandatory. The BERT-based 

models have noticed an important progression by presenting contextualized embeddings, yet BERT alone can 

sometimes slip domain-based language nuances and could need maximum computational resources. 

The novelty of this study lies in addressing these limitations through improving fine-tuned BERT with 

word embeddings like Word2Vec and GloVe. The proposed work makes a forceful, dual-layered semantic 

understanding structure. This blend influences the contextual power of BERT with the semantic specificity 

presented via traditional word embeddings. This allows a more inclusive understanding of social media 

linguistics containing abbreviations, slang, and unspoken content. The suggested model expressively 

progresses on traditional approaches by catching both the general context and domain-base refinements. The 

benchmark datasets SARC and HatEval are used to certify the generalizability and reliability of the model 

across varied contexts. These datasets are extensively known in Natural Language Processing (NLP) for work 

such as abusive language and hate speech detection. The proposed model is tested on different, real-world data, 

delivering a complete assessment of its performance. 

1.1. Contributions  

This work provides a deep learning-based technique for revealing immoral posts on social media to 

improve the growth of English NLP research. This paper considers the challenges of immoral post-detection, 

which has gotten slight attention from NLP researchers. This competency is essential for identifying immoral 

content, as it allows the model to capture the nuanced patterns and associations within the text that may sign 

hurtful intent. The key contributions of this study are given below: 

1. The proposed study employed a fine-tuned BERT model to capture intricate dialectal nuances, with 

indirect linguistic and sarcasm, which are important in detecting unethical posts. The assimilation of 

pre-trained word embeddings, Word2Vec or GloVe, with fine-tuned BERT embeddings extract both 

domain-base meanings and rich contextual data. 

2. The integration of progressive word embedding techniques, like GloVe and Word2Vec, into the 

model. These embeddings capture the semantic associations between words, permitting the model to 

understand the verbatim meaning of words and their contextual utilization. By incorporating word 

embeddings, the suggested model improves its capability to perceive immoral content, even when the 

linguistic employed contains slang and is informal. This is significant for social networks, where non-

standard language is common. 

3. The proposed study applied two benchmark datasets, SARC and HatEval, to evaluate the accuracy 

and reliability of the model. These datasets deliver different instances of social media remarks labelled 
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as moral or immoral, permitting the model to generalize well across different scenarios. We also then 

integrated a dataset to detect offences. We gather data from the two benchmark datasets that report 

different kinds of dissolution, such as cyberbullying, hate speech, and aggressive online script, to 

make an integrated dataset for identifying immorality on social media. This combined dataset might 

be utilized to notice different sorts of immoral content on the web. 

4. The proposed work improves the identification of immoral content on social networks by leveraging 

a dual-embedding strategy, increasing both semantic productivity and model accuracy in a complex, 

real-world situation. 

1.2. Paper Organization 

The rest of this paper is organized as follows: Section 2 describes an assessment of the related work 

along with limitations of earlier work. Section 3 shows the suggested methodology. Section 4 covers the 

findings of the experiments to assess the proposed model. Section 5 presents the results and comparisons with 

other state-of-the-art techniques. Section 6 defines the conclusion along with their future work. 

 

2. LITERATURE REVIEW 

2.1. Early Approaches in Unethical Post Detection 

Previous work in immoral post-detection mainly relied on keyword filtering methods [17]  and rule-

based schemes [18]. These approaches involved generating lexicons of abusive or unsuitable words and 

manually making guidelines to flag posts [19]. However, as social network language improved with the 

abbreviations, the inclusion of slang [20]. The more subtle forms of immoral text the limitations of these 

methods became misleading. These rule-based methods have some limitations to generalize well across diverse 

contexts and dialects. This frequently leads to false negatives or false positives [21]. Work performed in [22] 

highlighted the faults of keyword-based methods in controlling the context-dependent and dynamic nature of 

social media posts. To address these challenges, academics employ traditional ML algorithms for immoral 

post-recognition [23]. Methods like Support Vector Machines (SVM), Decision Trees, K Nearest Neighbor 

(KNN), and Naive Bayes were usually applied for offensive language detection on SM [24]. For instance, The 

study published by [25] employed SVM classifiers to identify hate speech in social media content, and [26] 

employed Logistic Regression to detect hate speech on Twitter. These ML methods relied on statistical 

attributes mined from text, like term frequency-inverse document frequency (TF-IDF), n-grams, and sentiment 

analysis. While traditional ML algorithms achieved enhancements over rule-based approaches, they were still 

limited in their capability to comprehend context and semantics. The dependence on attributes, such as word 

frequency and tokenization, considers these techniques to reflect the integral complication of web content. 

When dealing with emerging indirect language, slang and metaphors [27] painted this issue. Traditional ML 

models need wide attribute engineering and cannot extract the consecutive nature of the text. Consequently, 

these models were less operational in recognizing subtle or contextually dependent immoral posts. 

2.2. Deep Learning and its Emergence in Text Classification 

There was a paradigm move in how text classification and text mining studies were approached with 

the origination of DL [28]. DL models containing neural networks have the aptitude to reduce the want for 

manual feature engineering and automatically learn features from data. This flexibility joins with their 

capability to process enormous datasets and consider DL models appropriate for the dynamic and complex 

nature of social media content [29]. 

One of the initial uses of DL in text classification includes the Convolutional Neural Networks 

(CNNs). The work conducted in [30] presents that CNNs, initially established for image processing studies, 

could also be employed to text by handling sentences as orders of word vectors. CNNs were capable of 

extracting local dependencies between words, making them efficient for studies such as sentiment evaluation 

and abusive language identification [31]. Still, CNNs were inadequate in their capacity to capture long-term 

dependencies in text, as they mainly concentrated on local features. 

Recurrent Neural Networks (RNNs) were presented to report the confines of CNNs. RNNs are 

intended to process consecutive data, making them more appropriate for works containing text, where the 

sequence of words performs an essential role in determining word meaning. The study proposed in [32] 

employed an RNNs-based model for hate speech identification and found that they outperformed traditional 

ML approaches. Therefore, RNNs are disposed toward racism or sexism problems such as vanishing gradients, 

which hamper their aptitude to capture long-term dependencies in lengthy text orders.  

 

2.3. Long Short-Term Memory (LSTM) Networks and Their Application 

To consider RNN limitations suggested Long Short-Term Memory (LSTM) networks [33], intended 

to retain data over prolonged series. LSTMs influence memory cells to update and store data across time stages, 
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showing operational outputs in sequential tasks such as text classification, translation, and speech recognition. 

LSTMs to perceive abusive linguistics on Twitter show that LSTMs overtake traditional techniques through 

context-dependent nature and capturing text's sequential. The study done by [34] employed CNN and BiLSTM, 

which surpassed cyberbullying identification on social networks.  

2.4. Bidirectional LSTM (BiLSTM) Networks 

LSTMs enhanced text classification due to their unidirectional handling of incomplete context capture. 

BiLSTMs were presented to report this through handling text in both directions and apprehending dependences 

from prior and subsequent words. This is particularly beneficial in tasks such as sarcasm identification and 

context-sensitive immoral post-organization. Current studies, like [35] on hate speech identification on Twitter, 

show BiLSTM's improved context awareness. Similarly, [36] use of BiLSTM outperformed traditional models 

in the identification of abusive language and undesirable content on social networks.  

2.5. Word Embeddings and BERT model 

Word embeddings such as Word2Vec and GloVe capture semantic associations. It assists models in 

understanding informal language and slang in web content [37]. Contextual embeddings such as BERT improve 

linguistic understanding by dynamically regulating word meaning based on context, which benefits from 

identifying nuanced linguistics, such as social media spam identification and sarcasm [38]. The study 

conducted by [39] employed  BERT with different techniques to recognize aggressive language and improve 

understanding of the model's performance. 

3. METHODOLOGY 

  In the proposed methodology, we enhance semantic understanding and identify immoral content on 

social media through an advanced BERT model improved with conventional word embeddings (Word2Vec 

and GloVe). This hybrid embedding method integrates the contextual complexity of BERT with the semantic 

features. Word embeddings are employed to improve and capture nuanced linguistics like slang, sarcasm, and 

indirect expressions often used in social media posts.  

3.1. Dataset  

               In the proposed study, the Self-Annotated Reddit Corpus (SARC) [40] and HatEval datasets [41] are 

employed for benchmarking sarcasm and hate speech identification models. SARC, based on Reddit remarks 

with user-tagged sarcasm, permits context-based sarcasm detection by structured remark associations. HatEval 

is a Twitter-based dataset for hate speech identification with labels differentiating general and targeted hate. 

Both datasets are split into 80% data for training and 20% data for testing the proposed model. Table 1 reflects 

the statistics of the datasets used in this study. 

3.2. Preprocessing 
          Data preprocessing is an essential step in making raw text data for ML models, as it normalizes and 

standardizes the input to certify reliability and relevancy. Each dataset endures an organized preprocessing 

pipeline to make the text data for model training. These steps comprise tokenization, removal of stop words, 

lowercasing, punctuation, and special characters. After preprocessing, every tweet or post is tokenized through 

the BERT tokenizer. Which converts text into tokens and is further vectorized through pre-trained Word2Vec 

and GloVe embeddings for extremely semantic representations. Let the total number of tokens be represented 

by T in different social media posts indicated by P. While every token 𝑡𝑖 such as i=1, 2……. T handled it with 

the help of the BERT tokenizer. Moreover, every token's word embedding 𝐸𝑡𝑖
 is extracted from the pre-trained 

Word2Vec or GloVe embeddings. Table 2 shows an instance of each preprocessing step employed on both 

datasets. Figure 1 indicates the basic structure of the proposed model. 

3.3. BERT Embedding Layer 
             The BERT embedding layer is the primary layer in the BERT model construction that modifies input 

text tokens into dense vector representations, often called embeddings. These embeddings capture both the 

meaning of individual words and their contextual associations with other words in a sentence. This creates the  

The BERT embedding layer is mostly powerful for natural language processing tasks such as text classification, 

sentiment analysis, and question-answering [42]. Let T, indicate the total number of social media posts P, 

whereas every token 𝑡𝑖 ( for i=1,2,..., T) is handled by the BERT tokenizer. Furthermore, every token's term 

embedding 𝐸𝑡𝑖
 is captured from the pre-trained Word2Vec or GloVe embeddings.  
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Table 1. Statistics of datasets used in this study 

 

Table 2. Preprocessing steps performed in this study 

 

The BERT produces a contextualized embedding 𝐵𝑡𝑖
 capturing both previous and next words in the 

text for each input token 𝑡𝑖. The BERT-encoded illustration of the post is indicated by B(p), which is 

represented in Eq.1. 

 

𝐵(𝑃) = 𝐵𝐸𝑅𝑇(𝑃)                                                                                                                                                               (1) 

 

Where, t1, t2, … , tT  are tokens while  B(P) = [ Bt1
, Bt2, … Btr

] are the contextual embeddings. 

3.4. Word Embedding Integration 

Word embedding is a popular NLP technique that aims to transfer a word's semantic meaning [43]. 

Depending on its context, it deals with a useful numerical explanation of the term. An N-dimensional dense 

vector signifying the words can be used to evaluate how words of the same features are in a given language. 

Word embedding has been extensively employed in numerous current NLP studies because of its effectiveness, 

containing document clustering, part of speech tagging, named entity recognition, text classification, sentiment 

analysis, and many other issues. The above-mentioned subcategories contain explanations of the two most 

prevalent pre-trained word embedding models: Stanford GloVe and Google Word2Vec. 

Word embeddings convert web contents into dense vector representations for DL models. By 

leveraging BERT embeddings, which capture contextual nuances in linguistics, the model can evaluate the 

semantic and syntactic features of unethical content efficiently. Incorporating with BERT improves the model’s 

capability to understand difficult language patterns. For instance, implicit aggressive expressions and sarcasm 

creation are well-matched for identifying immoral posts across different social media settings. 

To improve BERT’s embeddings with domain-specific semantic knowledge, we assimilate 

supplementary embeddings E(p) = [Et1
, Et2

, … , Etr
] for each token from Word2Vec or GloVe. Each token 

embedding is combined, as shown in Eq.2. 

𝐹𝑡𝑖
= 𝛼 . 𝐵𝑡𝑖  +   (1 − 𝛼). 𝐸𝑡𝑖

                                                                                                                                           (2) 

Where the weighting factor is denoted by α (ranging from 0 to 1) that balances the involvement of 

BERT and additional embeddings, and for each token ti, the fused representation is denoted by 𝐹𝑡𝑖
. 

Dataset Total Size Training Set Size Test Set Size Purpose 

SARC 1,300,000 remarks 1,040,000 remarks 260,000 remarks Sarcasm Detection 

HatEval 13,000 tweets 10,400 tweets 2,600 tweets Hate Speech Detection 

Step Description Instance (Original Text) Sample (After Processing) 

Original Post Initial raw text data 
"@user Women deserve respect, 

not hate. #RespectWomen" 

"@user Women deserve 

respect, not hate. 

#RespectWomen" 

Tokenization Splits text into tokens 

["@user", "Women", "deserve", 

"respect", "not", "hate", 

"#RespectWomen"] 

["@user", "Women", 

"deserve", "respect", "not", 

"hate", "#RespectWomen"] 

Lowercasing 
Converts all text to 

lowercase 

["@user", "women", "deserve", 

"respect", "not", "hate", 

"#respectwomen"] 

["@user", "women", 

"deserve", "respect", "not", 

"hate", "#respectwomen"] 

Stop Words 

Removal 

Removes common 

words 

["@user", "women", "deserve", 

"respect", "hate", 

"#respectwomen"] 

["women", "deserve", 

"respect", "hate", 

"respectwomen"] 

Punctuation 

Removal 

Strips punctuation and 

special characters 

["women", "deserve", "respect", 

"hate", "respectwomen"] 

["women", "deserve", 

"respect", "hate", 

"respectwomen"] 

BERT Tokenizer & 

Vectorization 

Converts tokens to 

BERT embeddings or 

GloVe vectors 

Input to BERT Tokenizer / 

Word2Vec or GloVe 

embeddings applied 

Ready for model input 
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Preprocessing

BERT MODEL

Word2vec

Stop words

Tokenization

Stemming

Glove Embedding

T1

T2

T3

...

Tx

N1

N2

N3

...

Nx

HatEval,

SARC

Moral

Immoral

 
Figure 1. Steps performed to complete the proposed study 

 

3.4.1. Word2vec 

Word2Vec is one of the most prominent word embedding techniques offered by the Google research 

team [44]. Word2Vec uses a massive corpus of data to allocate a vector to each word depending on its nearby 

context. Two types of training events are employed to extract the word vector. One type of word vector is the 

continuous bag of words model, which calculates the target word based on its circumstance. The second type 

is the Skip-Gram model, which employs a word to estimate the target context. The word's feature vector is 

changed and updated based on every corpus context in which it happens. Google Word2Vec, a vector model 

that was trained on a huge quantity of more than 100 billion words, was made public by Google. 

3.4.2. GloVe  

The GloVe is also a dominant word embedding technique [45]. Using an unsupervised learning 

algorithm trained on a corpus, GloVe generates the distributional feature vectors and learns embeddings. A 

statistics-based matrix representing the corpus's word-to-word co-occurrence is constructed throughout the 

learning process. Word2Vec is a prediction-based model, whereas Glove is a count-based model. This is the 

primary distinction between GloVe and Word2Vec in the learning process. The GloVe features models with 

various vector dimensions, which are learned from Wikipedia, Twitter, and web content [42].  

3.5. BiLSTM Layer 

In the proposed study, a Bidirectional Long Short-Term Memory (BiLSTM) layer improves the 

model's aptitude to capture contextual dependencies in social media content. BiLSTM processes data in both 

forward and backward directions [33], permitting it to reserve the sequence data critical for understanding 

nuanced linguistics, like irony or indirect crimes. Assimilating BiLSTM with BERT embeddings further 

polishes the model’s representation of difficult linguistic attributes, assisting it in detecting unethical posts by 

leveraging both sequential patterns and contextual depth in text [46]. 

The fusion embeddings F(P) = [Ft1
,  Ft2 , .  .  . ,  Ftr

] ] are served into a BiLSTM network to capture 

both onward and backward dependences. The BiLSTM production is signified by H(P) as presented in Eq. 3. 

 

𝐻(𝑃) =  𝐵𝑖𝐿𝑆𝑇𝑀(𝐹(𝑃))                                                                                                                                                   (3) 

 

Where the hidden state output from the BiLSTM for token 𝑡𝑖 is represented by H(P) =
[Ht1

,  Ht2 , .  .  . ,  Htr
] with each H𝑡𝑖

. 
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3.6. Attention Mechanism 

An attention layer is employed in the BiLSTM output to improve the model's emphasis on tokens that 

donate more to detecting unethical content. The attention mechanism allocates maximum weights to important 

tokens, following the BiLSTM layer, which assists in capturing subtle nuances and context in text more 

efficiently. This mechanism points the model’s attention to impactful words, inspiring the semantic 

representation and thereby refining the entire performance in categorizing posts as ethical or unethical. The 

attention score 𝛼𝑡𝑖 for each token 𝑡𝑖 is calculated as shown in Eq. 4. 

 

𝛼𝑡𝑖 =
𝑒𝑥𝑝 (𝑢𝑇 . 𝑡𝑎𝑛ℎ(𝑊𝑎  . 𝐻𝑡𝑖

+ 𝑏𝑎))

∑ 𝑒𝑥𝑝 (𝑢𝑇 . 𝑡𝑎𝑛ℎ ( 𝑊𝑎  . 𝐻𝑡𝑗
+ 𝑏𝑎))𝑇

𝑗=1

                                                                                                                (4) 

 

Where the trainable attention weights are denoted by Wa and ba, the weight vector is indicated by u. 

The attended representation Ha(P) of the post is then calculated as a weighted sum of BiLSTM outputs as given 

in Eq. 5. 

 

Ha(P) = ∑ αti

T

i=1

. Hti
                                                                                                                                                           (5) 

3.7. Classification Layer 

A fully connected dense layer that employs a softmax activation function obtains the outcomes from 

the BiLSTM layer in the classification layer. This step creates probability scores for every class, permitting the 

model to classify posts as ethical or unethical. By applying the refined representations from preceding layers, 

the classification layer completes the model's decision-making process with a perfect difference between the 

targeted classes. 

The final post demonstration Ha(P)is approved over a fully connected layer monitored through a 

softmax activation function to categorize each post as either immoral or moral. P denoted the probability of 

each post being categorized as immoral 𝑦̂ is computed as indicated in Eq. (6). 

 

𝑦̂ = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑐  . 𝐻𝑎(𝑃) + 𝑏𝑐)                                                                                                                                     (6) 

Where the trainable parameters of the classification layer are represented by Wc and bc. 

3.8. Loss Function 

The loss function performs an important role in enhancing the model during training. In the proposed 

work, cross-entropy loss is applied, which is mostly well-organized for classification tasks. It computes the 

difference between the actual and predicted class probabilities, controlling the model in decreasing faults 

through adjusting weights. 

We employed cross-entropy loss to train the proposed model. For an assumed target label y, the loss 

L is clear in Eq. 7: 

 

𝐿 = − ∑ 𝑦𝑐  
𝑐

. 𝑙𝑜𝑔(𝑦̂𝑐)                                                                                                                                                       (7) 

 

Where the actual class label is denoted by 𝑦𝑐 and the predicted probability of class c is represented 

by 𝑦̂𝑐. 

 

4. EXPERIMENTS 

In this section, the entire experiments with the training process, experimental setup, and evaluation 

criteria are discussed. 

4.1. Training Process 

             We perform data preprocessing to make the textual data for efficient analysis of linguistic patterns, 

such as hate speech and sarcasm. This involves text cleaning, tokenization, and transformation of every post 

into vectors using BERT embeddings. These embeddings extract contextual nuances in language. To improve 

semantic complexity, we combine BERT embeddings with Word2Vec or GloVe by a weighted fusion method. 

This incorporation balances contextual and lexical data, refining the model's understanding of complex 
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language attributes. This permits the model to capture both contextual and semantic associations, which is 

beneficial for social media content, which is often informal and full of slang. 

After embedding combination, the mutual vectors are delivered over a BiLSTM layer that processes 

the sequence bidirectionally. It captures dependencies between words from both the previous and upcoming 

within the text. This bidirectional processing allows a more detailed understanding of the text's sequential 

nature. It’s important to identify subtle signs of immorality, like indirect language and scorn. 

The attention mechanism is employed, conveying higher weights to noteworthy tokens in the posts to 

further improve interpretability. This relieves the model's attention on keywords or terms that give expressively 

to immoral or moral classification. The output from the attention layer is then served into a fully associated 

layer, which yields the final classification of every post as either ethical or unethical. 

We applied the Adam optimizer for optimization, primarily setting a learning rate of 0.001 and using 

a cross-entropy loss function (Eq. 7) to decrease classification mistakes. Training is accomplished across 

numerous epochs with initial stopping to evade overfitting based on validation loss. This iterative training 

process certifies vigorous model learning, balancing accuracy with generalizability. 

4.2. Experimental Setup 

This section describes the simulation tools applied for the experimental work. Table 3 indicates the 

model parameters applied in the suggested model of immoral contents. The experiment's model settings are 

intended to enhance performance on tasks, including the classification of social media content. Initially, the 

embedding dimensions contain 768 for BERT and 300 for Word2Vec, balancing traditional word features with 

deep contextual embeddings. The BiLSTM layer covers 128 hidden units per direction, permitting the model 

to extract dependencies both before and after each term. A lenient attention mechanism is combined, serving 

the model to allocate higher weights to important tokens within each comment or post. 

The batch size is set at 32, meaning that 32 samples are managed concurrently throughout each 

training repetition. The Adam optimizer is employed to dynamically adapt learning, and a learning rate of 0.001 

that reduces over epochs permits stable and slow optimization. A dropout rate of 0.5 is employed to evade 

overfitting. An extreme sequence length of 128 tokens is set for each post, which decreases calculating strain 

while still giving suitable context. The model is trained through 10 to 20 epochs, with initial stopping to halt 

training when outcomes stabilize. This certifies excellent accuracy while utilizing resources proficiently.  

4.3. Evaluation Criteria   

            The subsequent metrics are applied to assess the suggested model's performance. Eq. 8-11 is the 

evaluation metrics of the proposed model. Meanwhile, TP, TN, FP, and FN denote true positive, true negative, 

false positive, and false negative, respectively. The TP are cases where the model correctly categorizes an 

unethical post as unethical. TN are cases where an ethical post is properly categorized as ethical. The FP are 

cases where an ethical post is wrongly categorized as unethical. FN are cases where an unethical post is 

erroneously categorized as ethical. 

Table 3. Model parameters used in this study 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                                                                                               (8) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                                                                                                      (9) 

Parameter Value Description 

Embedding 

Dimension 

768 (BERT), 300 

(Word2Vec) 

Dimensionality of BERT and Word2Vec 

embeddings 

BiLSTM Hidden Units 128 Number of units in each direction of BiLSTM 

Attention Mechanism Soft attention Applies weights to focus on key tokens 

Batch Size 32 Number of samples processed at once 

Learning Rate 0.001 (decayed over epochs) Optimizer learning rate 

Optimizer Adam Adaptive moment estimation optimizer 

Dropout Rate 0.5 Dropout applied to prevent overfitting 

Max Sequence Length 128 tokens Maximum token length for each post 

Epochs 10–20 (with early stopping) Number of training iterations 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                                                                                                          (10) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 .
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                                                       (11) 

 

5. RESULTS  

             This section indicates a detailed discussion of different studies on the proposed model's significance. 

5.1. Results and Discussion 

             Table 4 represents the results of proposed fine-tuned BERT-based models on two benchmark datasets: 

SARC, which targets sarcasm identification, and HatEval, which emphasizes hate speech identification. For 

the standard BERT fine-tuned model, we perceive reasonable results with precision, recall, and F1-score values 

near the mid-70s for both datasets, replicating its capability to seize some nuances in hate speech and sarcasm 

but with some boundaries. When integrating further embeddings, like Word2Vec and GloVe, the model's 

outcomes expressively advance. The BERT-based Word2Vec model attains great precision, recall, and F1 

scores on the SARC dataset (95.68%, 96.85%, and 96.26%, correspondingly), representing improved sarcasm 

identification abilities. In the same way, the BERT-based GloVe model on HatEval produces brilliant 

outcomes, with scores above 96%, presenting robust hate speech recognition. These consequences highlight 

the usefulness of assimilating traditional embeddings with BERT in refining the model’s capability to recognize 

unethical posts. Figure 2 indicates the accuracy of training and testing for the SARC dataset. Figure 3 shows 

the training and testing accuracy of the HatEval dataset. 

5.2. Comparison with baseline approaches 

             Table 5 shows the comparison results of the proposed model with baseline techniques. The 

performance of different models across diverse datasets reported the efficiency of different methods for tasks 

such as social media evaluation and cyberbullying discovery. The MHA-BiLSTM model [46] accomplishes 

precision, recall, and an F1-score on the SARC dataset of 60.26%, 53.71%, and 56.79%, respectively, showing 

a balanced but modest outcome. The RSGNN model [47], assessed on the HatEval dataset, validates a greater 

level of accuracy with precision, recall, and F1-score, all nearly 74%, signifying its ability in this field. The 

BanglaBERT model [48], concentrated on cyberbullying recognition, displays superior usefulness, with 

precision at 85.80%, recall at 90.0%, and an F1-score of 87.85%. 

 

Table 4. Results of proposed models 

 

Table 5. Comparison with baseline studies 

 

Models Dataset Precision   (%) Recall (%) F1-Score (%) 

Fine-tuned Bert Models SARC 76.12 78.45 77.27 

Fine-tuned Bert Models HatEval 73.62 78.24 75.86 

Fine-tuned Bert-based Word2Vec SARC 95.68 96.85 96.26 

Fine-tuned Bert-based GloVe HatEval 96.65 97.75 97.20 

Study Method Dataset Precision 

(%) 

Recall 

(%) 

F1- Score 

(%) 

[47] MHA-BiLSTM SARC 60.26 53.71 56.79 

[48] RSGNN HatEval 74.29 74.14 74.04 

[49] BanglaBERT Cyberbullying 85.80 90.0 87.85 

[50] LSTM-SSA model HatEval 0.920 0.955 0.937 

[51] Hybrid Auto-Encoder-Based Model SARC 0.83 0.85 0.84 

Proposed 

Fine-tuned Bert-based Word2Vec 
SARC 82.36 83.23 82.79 

HatEval 78.75 90.13 84.06 

Fine-tuned Bert-based GloVe 
SARC 95.68 96.85 96.26 

HatEval 96.65 97.75 97.20 
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Figure 2. Training and testing accuracy for the SARC dataset 

Figure 3. Training and testing accuracy for the HatEval dataset 

The LSTM-SSA model [49] develops on these outcomes, particularly for the HatEval dataset, where 

it reaches an inspiring precision of 92%, recall of 95.5%, and F1-score of 93.7%, representing strength for 

unwanted data on social networks. The tasks on social media networks. Likewise, a Hybrid Auto-Encoder-

Based Model [50] employed in the SARC dataset reports precision and recall values of 83% and 85%, 

correspondingly, with an F1-score of 84%, presenting consistent performance. The proposed technique, using 

fine-tuned BERT-based embeddings, outperforms prior models across several metrics. When merged with 

Word2Vec, it achieves a precision of 82.36%, recall of 83.23%, and F1-score of 82.79% on SARC, whereas on 

HatEval, it produces precision, recall, and F1 scores of 78.75%, 90.13%, and 84.06%, correspondingly, 

representing its flexibility. Employing GloVe embeddings, the fine-tuned BERT model considerably increases 

performance, reaching outstanding scores on both datasets. It records precision at 95.68%, recall at 96.85%, 

and an F1-score of 96.26% for SAR. It shines more with precision, recall, and F1 scores at 96.65%, 97.75%, 

and 97.20% on HatEval, underlining the model's improved ability to handle intricate linguistic nuances 

efficiently.` 

Figure 4 represents a comparison of the proposed mode against baseline methods. The graph compares 

the outcomes of different models tested on benchmark datasets like SARC and HatEval. Each model's 

efficiency is exposed in identifying unethical, ironic, or detestable posts. The suggested Fine-tuned Bert-based 
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Word2Vec and Fine-tuned Bert-based GloVe are assessed on the SARC dataset. The proposed model shows 

maximum scores, signifying robust mockery recognition abilities, emphasizing the benefits of merging 

contextual embeddings and traditional. Consequently, the graph proves that the proposed model effectively 

perceives difficult social media terms, highlighting the position of embedding integration and attention 

mechanisms.  

Figure 4. Comparison with closely related works 

 

Table 6. Complexity of the proposed mode 

  

 

Table 6 summarizes the scalability features and essential resource requirements, showing the trade-

offs involved in using the BERT model for the proposed work. The complexity of the proposed DL-based 

technique for detecting depraved posts on social media is carefully inspected, covering computational, 

scalability, and resource requirements. This technique employs fine-tuned BERT models, demanding 

considerable resources due to the model's complicated architecture and the requirement for great processing 

influence. Despite the model's great requirements, it displays potential in scaling to larger datasets without a 

visible reduction in performance. The technique is a feasible solution for real-time unethical post recognition 

on web content due to its balance between resource efficiency and performance. 

 

6. CONCLUSIONS AND FUTURE DIRECTIONS 

In the proposed study, we offered an advanced technique for detecting unethical content on social 

networks. We assimilated fine-tuned BERT embeddings with word embeddings and a Bidirectional Long 

Short-Term Memory (BiLSTM) network. The model is evaluated on the SARC and HatEval datasets, capturing 

nuances in hate speech, sarcasm, and immoral posts efficiently. The suggested model validated greater 

Aspect Details 

Model Architecture Fine-tuned BERT 

Parameter Count 110 million 

Memory Requirements High 

Training Duration Moderate to high 

Inference Speed Moderate 

Batch Size 16-64 

GPU Utilization High 

CPU Utilization Moderate 

Scalability Efficient with larger datasets 

Real-time Applicability Feasible with high-performance GPUs 

Resource Efficiency Demands optimized hardware for best results 

Data Preprocessing Time Low to moderate 

Model Fine-tuning Cost Moderate to high 
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outcomes in categorizing moral and immoral content compared to traditional ML approaches and state-of-the-

art DL techniques. The integration of contextual embeddings empowered the model to efficiently capture the 

nuances and difficulties of social media content. The consequences of the proposed model highlight the latent 

of the DL model in addressing the key problems in digital spaces. By leveraging advanced models BERT, we 

have developed a system that achieves maximum F1 score. 

Despite the promising results, numerous avenues for future study remain unexplored. Emerging real-

time schemes for identifying unsuitable content can improve instant interference policies on the web. 

Furthermore, future work could discover the incorporation of multimodal data, containing images and videos, 

alongside text to deliver a more inclusive understanding of immoral content. Future research should focus on 

evolving models that can modify to new slang, cultural references, and abbreviations. Future research can 

expand on the results of this study and help create more complex, flexible, and efficient systems for controlling 

objectionable information in digital spaces by pursuing these avenues. 
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